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Agenda
● What, why and how?
● Solving Wordle
● Conclusions
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● The what and what not
● The why
● The how
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What and what not

● We are going to compute all* three word combinations and score them

● We care about the average result over all possible answers

● This is not a Wordle Solver, but an analysis

● We aim for best success ratio, not least attempts
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Worlde Solver by 3Blue1Brown 

http://www.youtube.com/watch?v=v68zYyaEmEA
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Why?
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Why?
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WHY NOT?
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Why?

● This is a good example of divide & conquer

● It shows how to prepare our data to speed up our analysis
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Why?

● This is a good example of divide & conquer

● It shows how to prepare our data to speed up our analysis

● I was bored and needed an excuse to stop working
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How?

● Since this is a highly parallelizable task, Beam is a good fit

● We don't know enough about the end result data, we need something to 
analyze

● BigQuery
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Solving 
Wordle ● Problem statement

● The Beam Side
● The BigQuery Side
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Problem Statement
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Problem Statement - Space calculation

● Wordle allows ~13000 words to be played

● That's 2.182 x 1012 possible 3-word combinations

● We have to be smarter than this
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Problem Statement - Reducing the space

1 - Filter words with duplicate letters
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HELLO                         LOGIC                         

LOGIC, GREAT                        LOGIC, HANDY                        

LOGIC, HANDY                        HANDY, LOGIC                      

2 - Only combine words with no common 
letters
3 - Remove duplicates
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Problem Statement - Benefits

1. From 2 Trillion combinations, we go down to 144 Million 
(~15250 times less)

2. Calculating a word's score is faster

3. Combining scores is commutative and associative

15



Austin, 2022

The Beam side
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The Beam Side - Planning the pipeline

● Read words
● Filter words with duplicate letters
● Calculate a word's score
● Join the words and scores
● Filter Duplicates
● Write to BigQuery
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The Beam Side - Reading, Filtering & Scoring
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Read Answers Read Other Words

Filter

Calculate Word's 
score

Side 
Input
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The Beam Side - Reading, Filtering & Scoring
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Read Answers Read Other Words

Filter

Calculate Word's 
score

Side 
Input
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The Beam Side - Reading, Filtering & Scoring
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Read Answers Read Other Words

Filter

Calculate Word's 
score

Side 
Input

(word1,
score(word1, answer1) + 
score(word1, answer2) + 
...
score(word1, answerN))

<word1>

<answer1,
answer2,
...
answerN>
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The Beam Side - Reading, Filtering & Scoring
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Read Answers Read Other Words

Filter

Calculate Word's 
score

Side 
Input
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The Beam Side - Reading, Filtering & Scoring
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Read Answers Read Other Words

Filter

Calculate Word's 
score

Side 
Input

Iterate through all answers 
for each element

Format as tuple
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The Beam Side - Combining words

23

Calculate Word's 
score

Join to 
two-words

<(word1, score1),
(word2, score2)
...
(wordN, scoreN)>

Side 
Input

<(wordY, scoreY)> <("wordY, word1", scoreY + score1), 
("wordY, word2", scoreY + score2),
....
("wordY, wordX", scoreY + scoreX),
>
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The Beam Side - Combining words
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Calculate Word's 
score

Join to 
two-words

<(word1, score1),
(word2, score2)
...
(wordN, scoreN)>

Side 
Input

<(wordY, scoreY)> <("wordY, word1", scoreY + score1), 
("wordY, word2", scoreY + score2),
....
("wordY, wordX", scoreY + scoreX),
>
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The Beam Side - Combining words
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Calculate Word's 
score

Join to 
two-words

<(word1, score1),
(word2, score2)
...
(wordN, scoreN)>

Side 
Input

<(wordX, scoreX)> <("wordY, word1", scoreY + score1), 
 ("wordY, word2", scoreY + score2),
....
("wordY, wordX", scoreY + scoreX),
>, 
<"wordX, wordY", scoreX + scoreY>

Distinct
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The Beam Side - Combining words
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Calculate Word's 
score

Join to 
two-words

<(word1, score1),
(word2, score2)
...
(wordN, scoreN)>

Side 
Input

<(wordX, scoreX)> <("wordY, word1", scoreY + score1), 
 ("wordY, word2", scoreY + score2),
....
("wordY, wordX", scoreY + scoreX),
>, 
<"wordX, wordY", scoreX + scoreY>

Distinct
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The Beam Side - Combining words
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Calculate Word's 
score

Join to two-words 
& Distinct

<("wordY, word1", scoreY + score1)>

Join to three-words & 
Dedup

<(word1, score1),
(word2, score2)
...
(wordN, scoreN)>
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The Beam Side - Combining words
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The Beam Side - Combining words
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Side input

Do the words have common letters?
NO

Format the combination for deduping

Sum the scores
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The Beam Side - Writing to BigQuery
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Calculate Word's 
score

Join to two-words 
& Distinct

Join to three-words & 
Dedup

Format & 
Write to BigQuery
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The BigQuery side
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The BigQuery Side - How to analyze the data
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The BigQuery Side - How to analyze the data

● How do we score the combinations?

● What is our strategy? 
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The BigQuery Side - How to analyze the data

● Greens are more valuable than yellows, but less when there are more
○ With three words, greens are 1.75 times more valuable
○ With two words, greens are 2.25 times more valuable

● We want the best three-word combination that performs well with two words
○ Out of the best 3-combinations, we create a the possible two combinations and rank them
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The BigQuery Side - How to analyze the data
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The BigQuery Side - First Query and Results
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The BigQuery Side - First Query and Results
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The BigQuery Side - Analyzing first results

● Getting more than 5 weighted score seems good enough, but maybe there's a 
difference in the two-word combinations
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The BigQuery Side - Analyzing first results

● Getting more than 5 weighted score seems good enough, but maybe there's a 
difference in the two-word combinations
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"count,pride,shaly", 5.06
...
"jumps,kylix,vozhd", 2.66
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The BigQuery Side - Analyzing first results

● Getting more than 5 weighted score seems good enough, but maybe there's a 
difference in the two-word combinations
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"count,pride,shaly", 5.06
...
"jumps,kylix,vozhd", 2.66

"count,pride", ?
"count,shaly", ?
"pride,shaly", ?
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The BigQuery Side - The (heavy) query
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Split the 3-words
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The BigQuery Side - The (heavy) query
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Split the 3-words

Filter
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The BigQuery Side - The results
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The BigQuery Side - The winner
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PRATE, SOILY, DUNCH
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The BigQuery Side - The winner
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PRATE, SOILY, DUNCH

Honorable Mention

CRATE, SOILY, BUNDH
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Can we do better?
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Questions?

47

https://github.com/InigoSJ


