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ML6
Machine Learning services company.

We help our clients build 
machine learning applications using 
technologies such as Apache Beam.
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Motivation

Semantic Enrichment 

Add semantic information to text 

documents.

Online Clustering 

Arrange documents into not yet defined 

groups as they come in.
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Semantic Enrichment
● Count word occurrences

● Add geo location

● Categorise: Add predefined labels

● Sentiment Analysis

● Filter profanity

● Extract keywords

● Named-Entity Recognition/Linking

● Summarize

● Word/sentence/document embeddings

● OCR correction

● Translation

● Coreference Resolution
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Semantic Enrichment
→ Beam provides great tools:

● Batch/Streaming

● Filtering

● Grouping

● Windowing

● …



Austin, 2022 12

Examples



Online 
Clustering Arrange documents into not yet defined 

groups as they come in.
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Online Clustering
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Online Clustering



Austin, 2022 16

Online Clustering
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Online Clustering
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Online Clustering
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Online Clustering

Clustering is usually a batch operation.
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Online Clustering

Clustering is usually a batch operation.

What do we need?
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Online Clustering

Clustering is usually a batch operation.
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A clustering algorithm that works iteratively. 
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Online Clustering

Clustering is usually a batch operation.

What do we need?

A clustering algorithm that works iteratively. 

A mechanism to access the previous state.
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BIRCH
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BIRCH
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BIRCH

Add documents iteratively.

Build a tree structure that contains summaries of 

subclusters that are sufficient for cluster decisions.

Tight, local subclusters are summarised.

Very fast, input data only needs to be read once, O(n).

Resulting summaries can be used as input to other 

clustering algorithms.
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Online Clustering

What do we need?

A clustering algorithm that works iteratively. 

A mechanism to access the previous state.
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Stateful Processing
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Stateful Processing
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Online Clustering

BIRCH:

A clustering algorithm that works iteratively.

Stateful processing:

A mechanism to access the previous state. 



Example Semantic Enrichment & 
Online Clustering 
of textual data using Apache Beam
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“July could be the first month with no 
measurable rain in Austin since 2015."

"Dry conditions, low humidity, and breezy 
winds will allow any fires to spread rapidly."

"Star Trek is an awesome series."

"I like turtles."

"I reject the later edits. Clearly, Han Solo 
shot first!"

"Star Wars is my favourite movie!"
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Summary

Semantic enrichment adds information from 

the content to the documents. This often 

involves machine learning which are 

expensive operations. 

Online clustering allows the grouping of text 

documents into groups that are unknown 

up-front in real-time. Stateful processing 

enables iterative cluster model building.

BIRCH is an iterative clustering algorithm that 

can handle very large amounts of data.
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Summary

Real-time Productionizing: Streaming pipeline

Enrichment

Serve ML models using microservices or RunInference. 

Initialise connection in the setup of the DoFn & use 

time-batched requests.

Clustering: Tidy up the state once in a while by pruning 

outdated elements.

Semantic enrichment adds information from 

the content to the documents. This often 

involves machine learning which are 

expensive operations. 

Online clustering allows the grouping of text 

documents into groups that are unknown 

up-front in real-time. Stateful processing 

enables iterative cluster model building.

BIRCH is an iterative clustering algorithm that 

can handle very large amounts of data.

https://github.com/apache/beam/tree/master/sdks/python/apache_beam/examples/inference
https://beam.apache.org/blog/timely-processing/
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Q & A
@ml6team

linkedin.com/company/ml6team

ML6 is hiring 
👉 https://www.ml6.eu/join-us
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https://twitter.com/ml6team
https://be.linkedin.com/company/ml6team
https://www.ml6.eu/join-us
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Further Reading
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● Stateful Processing with Apache Beam

● Timely (and Stateful) Processing with Apache Beam

● BIRCH: An Efficient Data Clustering Method for Very Large Databases 

(paper)

● RunInference examples, RunInference (Beam Summit 2022) by Andy Ye

https://beam.apache.org/blog/stateful-processing/
https://beam.apache.org/blog/timely-processing/
https://dl.acm.org/doi/10.1145/235968.233324
https://github.com/apache/beam/tree/master/sdks/python/apache_beam/examples/inference
https://2022.beamsummit.org/sessions/runinference/

