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The Use Case 

● A Retail Customer use case
● Products information pipeline to serve a search engine index



Requirements.txt

● Dependency between file 
rows

● No order in files reception 
● Random time interval 

between files reception
● Most updated data in the 

search engine
● File B may never arrive



What kind of storage ? 

● BigQuery storage, as an OLAP 
database is used for large storage 
and fast analytics request

● Cloud SQL  is a transactional 
database good for fast 
interactions and modifications at 
the row level.



Our Architecture
● Streaming pipeline 
● Near real time 
● Mini batches
● CRUD operations



An I/O Cloud SQL 
connector ?
 



Developing our own 
connectors: 
No easy way

● Connector type
● Pool / Connections control
● Failed worker retry
● Dataflow autoscaling
● Idempotency

How to develop your own I/O connectors 
using ParDo & GroupByKey operators?



The Cloud Sql connector
 

The Cloud SQL Python Connector provides the following benefits:

● Uses IAM permissions to control who/what can connect to 
your Cloud SQL instances

● Improved Security between the client connector and the 
server-side proxy.

● Removes the requirement to use and distribute SSL 
certificates, as well as manage firewalls or source/destination 
IP addresses.



The Limit of the Cloud SQL Connector

● 2 Cloud SQL Admin API 
calls/connection

● 600 Cloud SQL Admin API 
calls/minute

→ 300 new connections/minute 
maximum



How many concurrent operations in 
Apache Beam ?  

● Default 2 vCPUs
● Default 12 threads
● Max 1 DoFn per thread 
● 24 Do Fns/n1-standard-2

max(connections) =  # workers x vCPUs/worker x # threads x # SQLDoFns steps



Leverage the beam.shared module

● Pool of connections shared at the 
worker level

● apache_beam.utils.Shared module

max(connections) =  # workers x # vCPUs/worker x pool size

https://beam.apache.org/releases/pydoc/2.47.0/apache_beam.utils.shared.html


Failure handling 

● Side effects of the DoFn setup
● Exponential backoff algorithm

max(connections) =  # workers x # vCPUs/worker x pool size



A focus on idempotency

How to deal with “the not exactly” once execution ?

● ‘SQL’ Definition : An operation that produces the 
same results no matter how many times it is 
performed

● INSERT and UPDATE statements have to be done 
carefully

● Check the state of a row before applying a 
statement



Our solution
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Key takeaways

● The available Apache Beam Cloud SQL connectors are useful as an 
input or output of a pipeline

● Configuring your own Cloud SQL connector using DoFns requires:
○ The use of the Setup method for instantiation
○ The use of beam Shared module to share a connection pool
○ A well defined connector object if the workload is heavy
○ A retry mechanism in case of failed requests (Exponential 

Backoff Algorithm for instance)
○ Carefully chosen idempotent SQL statements
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QUESTIONS?
Florian Bastin:  Linkedin  

Léo Babonnaud: Linkedin 

Octo Technology: https://octo.com/

How to balance power and control when 
using Dataflow with an OLTP SQL Database ?

https://www.linkedin.com/in/florian-bastin-08940b131/
https://www.linkedin.com/in/l%C3%A9o-babonnaud-a08432122/



