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I’m Kerry
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I’m Reza
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Agenda

● Intro
● The Past: RunInference is born
● The Present: Model handlers, model updates, model zoos, 

    and more!
● The Future: Make ML tasks easy
● Q&A
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Turn key solutions....
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Primitives are great... but...Apache Beam

DoFn

Input.apply
(Sum.integersPerKey())

  Java                                

input | Sum.PerKey()

  Python                               

stats.Sum(s, input)

  Go                              

SELECT key, SUM(value) 
FROM input GROUP BY key

  SQL                             

GBK

State

Combiner

Timers

Windows
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Primitives are great... but...Apache Beam
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Patterns are great ... but

Which set of patterns do I need...?
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Patterns are great ... but

Set reminder.. 
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Patterns are great ... but

Writing that code! Writing same code! Yup same again! Déjà vu? 
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Turn Key transforms

with beam.Pipeline(options=pipeline_options) as p:

   (p

   | beam.io.fileio.MatchFiles(gs://my_bucket/*)

   | beam.io.fileio.ReadMatches()

   | beam.Map(preprocess_image)

   | beam.xxx_pattern_xxx(Configuration)

   ...
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ML in Beam



BEAM SUMMIT NYC 2023

Lots of community engagement!

Beam Summit 2022:
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Turn Key Transformations

Beam RunInference
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Removing boiler plate chore!

with beam.Pipeline(options=pipeline_options) as p:

   (p

   | beam.io.fileio.MatchFiles(gs://my_bucket/images*)

   | beam.io.fileio.ReadMatches()
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with beam.Pipeline(options=pipeline_options) as p:

   (p

   | beam.io.fileio.MatchFiles( gs://my_bucket/images*)

   | beam.io.fileio.ReadMatches()

   | beam.Map(preprocess_image)

Removing boiler plate chore!
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class MyComplicatedPridctionStuff(beam.DoFn): 

Removing boiler plate chore!
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class MyComplicatedPridctionStuff(beam.DoFn): 

def setup():

  #Code for loading once 

... 

def process(self, element):

#Use model handle to call

Removing boiler plate chore!
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class MyComplicatedPridctionStuff(beam.DoFn): 

def setup():

  #Code for loading once 

... 

def process(self, element):

#Use model handle to call

...

#Handle errors, do nice error logging

...

#Output useful metrics from the process

...

TODO Oh wait! I need to batch stuff first ... 

Removing boiler plate chore!
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class MyComplicatedPridctionStuff(beam.DoFn): 

def setup():

  TODO Code for loading once ..... 

def process(self, element):

TODO Use model handle to call

TODO Handle errors, do nice error logging

TODO Output useful metrics from the process

TODO Oh wait! I need to batch stuff first ...

TODO Wait.. I need model configuration ....  

Removing boiler plate chore!
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with beam.Pipeline(options=pipeline_options) as p:

   (p

   | beam.io.fileio.MatchFiles( gs://my_bucket/images*)

   | beam.io.fileio.ReadMatches()

   | beam.Map(preprocess_image)

   | beam.ml.inference.RunInference(model_handler)

   ...

Removing boiler plate chore!
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The Present: Model Handlers

PytorchModelHandlerTensor

Framework Type
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The Present: Model Handlers
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The Present: Notebooks

https://github.com/apache/beam/tree/master/examples/notebooks/beam-ml

● Prediction and inference with pretrained models
● Custom inference
● Automatic Model Refresh
● Multi-model pipelines
● Model Evaluation
● Data processing

https://github.com/apache/beam/tree/master/examples/notebooks/beam-ml
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DEMO

DEMO

LLM Demo Link

https://colab.research.google.com/github/apache/beam/blob/master/examples/notebooks/beam-ml/run_inference_generative_ai.ipynb
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The Present: Model Zoos

CLASSIFIER_URL=
"https://tfhub.dev/google/wiki40b-lm-en/1"

with pipeline as p:
predictions = (
p
      | ReadFromText(known_args.input)
      | RunInference(

TensorHubhandler(
{uri=CLASSIFIER_URL}
))

https://tfhub.dev/google/wiki40b-lm-en/1
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DEMO

DEMO
notebooks/beam-ml/run_inference_with_tensorflow_hub.ipynb

https://colab.research.google.com/github/apache/beam/blob/master/examples/notebooks/beam-ml/run_inference_with_tensorflow_hub.ipynb
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The Present: Model map() encapsulation
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The Present: Error handling



BEAM SUMMIT NYC 2023

The Present: Streaming Model Updates

RunInference auto-model update
Two modes:
1. Watch Mode
Upload updated model to files stores like GCS and 
RunInference will auto pull the new model for you
2. Event Mode
Push an update message to RunInference via a 
streaming source such as Kafka RunInference

Post process

Read

Pre process
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The Present: Efficient large models

apache_beam.utils.multi_process_shared module
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The Present: Multi-Model Ensembles 

Speech to TextVoice
Sentiment 
Analysis

Language 
Understanding

Product
Recommender

Text

Support
Recommender

Logs

Text to Speech

Response
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The Present: Branched (A/B) models

data = p | beam.io.textio(files)

data | RunInference(model_a_handler)

data | RunInference(model_b_handler)

B

Source

Sinks

A
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The Present: Sequential Models

data = p | beam.io.textio(files)

model_a_output =

data | RunInference(model_a_handler)

model_a_output  

| Map(postprocess) 

| RunInference(model_b_handler)

B

Source

Sinks

A
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The Future: More Integrations

with pipeline as p:
predictions = (
p
      | beam.ReadFromSource('a_source')
      | RunInference(

HuggingFaceModelHandler(...))
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Future : Models from endpoints
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Beyond Inference !

Question

Explore Data, 
extract features

Train ML model Serve the model

Evaluate the 
model

Train an updated 
model

Compare models

Update the model

Can the data 
answer the 
question?

Get new data

No

Yes

Then

Evaluate the 
model OK!

!OK

New model 
is better
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Beyond Inference !

Serve the model

Evaluate the model

Train an updated 
model

Compare models

Update the model

Framework, data 
shape

User defined 
metrics

Fine tuning, or de 
novo?

Same metrics

Rollout strategy
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Beyond Inference

Coming soon
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MLTransform

beam.MLTransform(

            process_handler=ProcessHandler([

                    scale_to_0_1(

columns={‘x’: int, ‘y’: List[int]},

                    compute_and_apply_vocab(

columns={‘x’: int, ‘y’: List[int]})])
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Turn Key Transformations

Coming soon

?
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QUESTIONS?

Reza Rokni & Kerry Donny-Clark
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