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About me

● Currently Product Lead @ Google

● Building ML Platforms and tools for Googlers to build and deploy 

models in production.

● Prior to Google:

○ Worked at Meta, Databricks, Netflix, …

○ Building big data and AI platforms is my area of expertise.
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Gemini 1.0
Family released end 2023, 
Natively multi-modal

Came in 3 flavors:

01

02

03

Ultra - best in class across modalities

Pro - more broadly deployable

Nano - for on device



Proprietary + ConfidentialGemini 1.5
Released in Feb

World’s longest context window

Mind-blowing 10M+ token input possible - 
launched with 1M cap
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Gemini 1.5  I/O upgrades

Gemini 1.5 Flash

Much faster, smaller model, while preserving 
great performance on benchmarks: best 
quality/cost ratio

Expanding Gemini 1.5 Pro to
2M context!

Expanded context window to 2 million tokens
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Gemma open models
A family of lightweight, state-of-the art open models built from the 
same research and technology used to create the Gemini models
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Gemma 1.0

Released in Feb
best open models at size

01

02

7B - most useful, broadly 
portable/deployable

2B - better for CPU/on device

Established best performance across several 
benchmarks, esp impressive on MMLU, 
MATH and Coding.
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Gemma 2.0

Released in May 2024

01 27B - most capable open model from 
Google

Our goal is to continue delivering small models, that 
are portable, while being as capable as possible

This reinforces our belief in the power of 
collaboration and open research to drive innovation
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8 public products with 1B+ active users

100s of teams working on models and applications leveraging generative AI

Long term view of customer interactions across huge diversity of tasks

Experience leverage a massive diversity of data sources

AI @ Google
Turn the diversity of AI investments in a 
multiplier, supercharging progress.
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TrainingFeaturesSessionized 
LogsRaw Logs ML ModelProduct 

Experiences

20 years of ML Workflows at Google
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Eval

Eval Data

Tuning

Ablation Tests & Data 
Quality Analysis

Emerging AI Workflows based on Generative AI

Foundational Model

Pre-Training Data

 Data Acquisition AutoRater & HITL Eval.Mixture TuningData Preparation & 
Compliance FIltering

Foundational ModelData Acquisition Data Engineering
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Serving & Production

Eval

Eval Data

Eval Data

Prompt Engineering

Prompt Data

Tuning

Ablation Tests & Data 
Quality Analysis

Product
Specific 

Data

Tuning
Data

Human
Preference 

Data

Emerging AI Workflows based on Generative AI

Foundational Model

Pre-Training Data

 Data Acquisition

Foundational Model

Foundational 
Model Optimize Production

AutoRater & HITL Eval.

AutoRater & HITL Eval.

Mixture Tuning

Ablation Tests & Data 
Quality Analysis

SFT & RL Based Tuning

Data Preparation & 
Compliance FIltering

Foundational ModelData Acquisition Data Engineering
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Gemini Adaptation Lifecycle (A conceptual view)

Tune Checkpoint 
Selection Quantize

Interactive 
Inference

Batch Inference

Model Scraping

Rating 
Type

Small Inputs

Large Inputs
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Viz 

Release 
CandidateExport
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Human Rater 
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AI Rater

Formulaic 
Rating



Proprietary + Confidential

Types of Workflows:

1. Training/Tuning 

workflows - SFT, RLHF, 

LoRA, Prompt eng.

2. Deployment workflows - 

Checkpoint Selection, 

Quantization, Model export, 

Validation

3. Evaluation workflows - 

human eval, auto eval

4. Distillation workflows - 

Student model training

Gemini Adaptation Workflows
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1. Heterogenous training phases (SFT, RLHF, LoRA, etc)
a. Specialized training / tuning frameworks & services to leverage TPU/GPUs efficiently. 

2. JAX-based model training, tuning and serving. JAX is efficient.
a. More JAX-based tooling is needed. 

3. Many human touchpoints in human rating workflows 
a. Causing delays in end-to-end latency to have ratings needed. 

4. Different types of evals and eval criteria. 
a. Evaluate models for Creativity, Factuality, Safety, Persona, etc. Sophisticated eval tools needed.

5. Different types of model scraping & inference needs - Interactive and Batch
a. Covering different spectrums in efficiency frontier of cost vs responsiveness.

6. Model deployments and serving are complex
a. Serving LoRA adapters, 2M context windows, etc.

7. LM application development patterns
a. RAG, Agentic workflows need very different tooling and have different user journeys.

Characteristics & Challenges with GenAI Workflows
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Thank you!
Questions?

LinkedIn: 
https://www.linkedin.com/in/prakashchockalingam/

https://www.linkedin.com/in/prakashchockalingam/

