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Machine Learning services company.

We help our clients build 
machine learning applications using 
technologies such as Apache Beam.
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ML6



What will be covered in this talk?
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Multimodal LLM 
Data Processing with 
Apache Beam

Use case

Multimodal LLMs

Multimodal LLMs in Beam

Summary



Use case
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Use case
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Use case
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09-04-24

Copper nails, 21" 78 

Ceramic shingles, red, matte, 15" x 20"

Oak window frame, 48" x 24", double UV glass

Material Store
123 Main Street
Some City, ST 12345

7

200

200

Delivery by next Monday possible?
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Copper nails, 21" 78 

Ceramic shingles, red, matte, 15" x 20"

Oak window frame, 48" x 24", double UV glass

Material Store
123 Main Street
Some City, ST 12345

7

200

200
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09-04-24

Window frame, 48" x 24", double UV glass

Sliding patio door, 56" x 24"

Window frame, 48" x 24"

Material Store
123 Main Street
Some City, ST 12345

7

4

2

All in oak, patio door also in aluminium



Use case
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Use case
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Challenge 1: 
Orchestrate this workflow

Challenge 2:
Mismatch in customer’s product 
description and product catalog.

Challenge 3: 
No fixed structure, unstructured 
data, various file formats.

→ Apache Beam

→ LLMs: intrinsic knowledge & prompting

→ Multimodal LLMs provide SOTA performance for
     document processing

More generally: 

> Extract structured data for search from unstructured documents 
in various formats.
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Challenges
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Use case
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Use case
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Multimodal



Challenge 1: 
Orchestrate this workflow

Challenge 2:
Mismatch in customer’s product 
description and product catalog.

Challenge 3: 
No fixed structure, unstructured 
data, various file formats.

→ Apache Beam

→ LLMs: intrinsic knowledge & prompting

→ Multimodal LLMs provide SOTA performance for
     document processing

More generally: 

> Extract structured data for search from unstructured documents 
in various formats.
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Challenges



→ Apache Beam

→ LLMs: intrinsic knowledge & prompting

→ Multimodal LLMs provide SOTA performance for
     document processing

More generally: 

> Extract structured data for search from unstructured documents 
in various formats.

Challenge 1: 
Orchestrate this workflow

Challenge 2:
Mismatch in customer’s product 
description and product catalog.

Challenge 3: 
No fixed structure, unstructured 
data, various file formats.

Challenge 4 (?):
Call LLMs from Beam
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Challenges

→ RunInference / Enrichment Transform



Multimodal LLMs
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Language Models
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“Attention Is All You Need” by Vaswani et al. (2017)



Large Language Models
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Large Language Models
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Large Language Models
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Multimodal LLM
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Multimodal LLMs

33

● State-of-the-art performance 
for document processing

● Guided information extraction

● Intrinsic domain knowledge



Repair service claims

Use cases
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Online community moderation

Process Insurance claims

Product recommendation

Order form processingOrganise document collection

RAG ingestion

Video Processing

News feed augmentation



Multimodal LLMs in Beam
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09-03-24

Copper nails, 21" 78 

Ceramic shingles, red, matte, 15" x 20"

Oak window frame, 48" x 24", double UV glass

Material Store
123 Main Street
Some City, ST 12345

7

200

200

Delivery by next Monday possible?



RunInference:Enrichment Transform:

(Multimodal) LLMs in Beam
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Enrichment Transform:

● Remote models
● Custom enrichment handler
● Based on RequestResponseIO

○ Client-side throttling
○ Retry & backoff

● Caching

(Multimodal) LLMs in Beam
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RunInference:

● Local models
● Remote models with custom model 

handler
● Resource Allocation
● Batching



Summary
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LLMs take context into account, 
understand imprecise phrasing, 
& have domain knowledge.

Multimodal LLMs are very good 
at extracting data from 
documents.

Beam’s Enrichment Transform is 
great for data augmentation.

It can be used to integrate LLMs.

Summary
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Konstantin Buschmeier

Jasper Van den Bossche

Iris Luden

ML6 is hiring

👉 https://jobs.ml6.eu/
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Thank you!
Questions?

https://jobs.ml6.eu/

