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DDoS Attacks

● Distributed Denial of Service

● Common attack to take down websites

● Requires no special access
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Self-Defense is Hard

● Huge volume of traffic overloads server

● Cannot defend against alone
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Impact of DDoS
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Growing in Size
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bits/second

packets/second

requests/second

46M HTTPS of attack 
requests per second



Project Shield
● Support elections

● Protect information

● Free defense
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Built on Cloud Networking

Same technologies, infrastructure, and teams that
deliver, scale and protect Google apps with billions of users
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Built on Cloud Networking

100% 
Renewable on an 
annual basis since 2017

https://cloud.google.com/about/locations

One of the largest 
networks in the world
40 

121 

187

29

200+ 

100+ 

cloud regions (+10 announced)

zones

network edge locations

subsea cables

countries and territories

interconnect locations
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Defense Results
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● 99.9% DDoS attack traffic volume mitigated

● >99.99% uptime for DDoS Attack victims

● Continuous attack identification and 

real-time defenses tuning for best results.



Impact of Shield

10



Data-driven 
Defense
Shield handles many types of 
data

Traffic is served and analyzed

● Served from cache
● Rate limited
● Sent to hosting server

Users are shown metrics

Defenses are improved
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Logs at Uneven Scale
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Project Shield defended 4x the usual number of attacks during Oct-Nov’22.  

The attacks were against political parties and elections-related news.



Costly Analysis
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DDoS Traffic Logs

Many Use Cases

Repeated Lookups 

● Redundant calculation

● Poor serving latency
Expensive

Slow



Bespoke Preprocessing
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Traffic Logs Analysis Reports



Falling behind

15

Traffic Logs Analysis Reports

Late Traffic 
Logs Re-analysis Redundant 

Reports



Data Pipelines
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Beam on Google Cloud
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Traffic Logs Pub/Sub Cloud 
Dataflow BigQuery

Defense 
Tuning

Dashboards

Data Stream Input Source Beam Pipeline Output Sink



Streaming and 
Pub/Sub
● Real-time analytics

● Guaranteed delivery

● Throughput metrics

● Multiple pipelines
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Grouping and 
Reducing
● Many logs -> some reports

● Reduce to constant size

● Group by important 

distinguishers

● Add a key

○ beam.Map
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Windowing
● Keep data moving

● Window by time

○ beam.WindowInto
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Dataflow

Traffic Logs
Traffic Logs

Traffic Logs
Traffic Logs

site.com - 05:02 blog.org - 05:02

site.com
05:02
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blog.org
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Accumulating 
Results
● Process groups of data

○ beam.CombinePerKey

● Operate at scale

○ Summarize data

○ Merge summaries

○ Output result
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Storing 
Results
● Put results somewhere

● One result per group, 

per window

● Many output types

● Fit needs of the service

22

BigQuery

site.com - 05:02 - 17 requests

Cloud Dataflow

blog.org - 05:02 - 10 requests

site.com - 05:03 - 11 requests

blog.org - 05:03 - 12 requests



Dealing with 
Stragglers
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BigQuery

Cloud Dataflow

site.com - 05:02 - 17 requests
written at 5:03

site.com - 05:02 - 3 requests
written at 5:04

site.com - 05:02 - 20 requests

● Write their own report 

(next window) OR

● Wait for input watermark

○ beam.transforms.window

● Decide if data can 

combine later



Handling PII
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● Aggregate but don't store

● Hash top values

● Wait for watermark

Dataflow

Traffic LogsTraffic Logs Traffic LogsTraffic Logs

site.com - 1.1.1.1 site.com - 2.2.2.2

site.com
Top IP: 4 requests

Second IP: 2 requests

Traffic LogsTraffic LogsTraffic LogsTraffic Logs

Traffic LogsTraffic Logs



Adapting
● Scaling

○ Worker count

○ CPU / Memory 

per machine

● Cloud Dataflow

○ Autoscaling
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10Krps -> 400Mrps



Forcing 
Smoothness
● Baseline provisioning

● Immediate capacity

● Balance with cost
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End Result
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Reducing Costs
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>90% savings over bespoke pre-processing!



Keeping 
Content Online
● Support elections

● Protect news

● Empower human rights
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Thank you!
Questions?

Marc Howard 

marchoward@google.com


