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Agenda

● Introduction to optimise Dataflow pipeline costs 

● Batch pipelines cost saving guidelines :
○ Dynamic thread scaling

○ Right fitting

● Streaming pipelines cost saving guidelines :
○ Tune Horizontal Autoscaling for Streaming pipelines
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Batch Pipeline Optimizations
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Challenge 1 - Underutilized workers

● By default, workers run one thread per vCPU. 

● The analysis showed worker resources are not fully utilized.

● Underutilized CPU threads lead to inefficient spend.
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Dynamic thread scaling 

● Dynamic thread scaling is an opt-in feature to automatically optimize the 

CPU threads per worker.

● Scales up to a maximum of two threads per vCPU when : 

○ Memory utilization of the worker is less than 50%.

○ CPU utilization on the worker is less than 65%.

● Scales down to one thread per CPU when memory utilisation of worker is 

more than 70%. 

● Can be enabled by passing 

“--dataflowServiceOptions=enable_dynamic_thread_scaling”

● More details in the documentation.
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https://cloud.google.com/dataflow/docs/guides/thread-scaling


Logging
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Proprietary + Confidential

● While running ML pipelines, GPU’s are attached to all workers in 
the Dataflow worker pool by default.

● Only specific stages require GPU. Hence, GPU’s are not utilised 
optimally.

Challenge 2 - Inefficient GPU usage in ML pipelines
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GPU
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Dataflow

Right fitting with GPU’s
● Provision customized GPUs for each stage of job.
● GPU’s attached to worker pools that need it.
● Enable using ResourceHints : 

GPU

Stage 2

Stage 1

Dataflow Right fitting

● More details in the documentation.

https://cloud.google.com/dataflow/docs/guides/right-fitting


Proprietary + Confidential

● Homogeneous workers for all the pipeline stages.
● Some workers may be under or over utilized for a stage.
● Overprovisioned resources lead to inefficient spend.
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Right fitting
● Customize memory to specific pipeline steps.
● Provides additional pipeline flexibility and capability, and 

potential cost savings.
● Enable using ResourceHints : 

Challenge 3 - Underutilized workers

Stage 2

Stage 1

Dataflow

Stage 2

Stage 1

Dataflow Right fitting



Horizontal scaling
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Dataflow Dataflow Right fitting

Stage 2

Stage 1
Right fitting

+
Horizontal autoscaling

Horizontally upscale

Horizontally downscale

● Worker pools are independently auto scaled.



Monitoring
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● Monitor horizontal autoscaling events of each worker pool.



Streaming Pipeline Optimizations
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Challenge 4 - Streaming pipelines tradeoff
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● Tradeoff between cost and latency when streaming pipelines process high 
amounts of data.

● Aggressive upscaling. 
● Less aggressive upscaling.

Tune Horizontal Autoscaling for streaming pipelines

● Set autoscaling range using “--numWorkers” and “--maxNumWorkers”.
● Using worker_utilization_hint, target CPU utilization can be tuned in the range [0.1,0.9].
● Setting lower value : 

○ Allows scaling up workers aggressively and achieves lower peak latencies.
○ May lead to higher costs.

● Setting higher value : 
○ Prevents excessive upscaling at the expense of higher latency.
○ Saves resources and keep costs lower

● If the business use-cases are tolerable to higher latency, set 
“--dataflow_service_options=worker_utilization_hint=X” to higher value to save cost. 

● More details in the documentation.

https://cloud.google.com/dataflow/docs/guides/tune-horizontal-autoscaling#utilization-hint
https://cloud.google.com/dataflow/docs/guides/tune-horizontal-autoscaling#utilization-hint
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Thank you!
Questions?

sharantej@google.com


