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About Me

Bentsi Leviav

Senior Software Engineer  
ClickHouse

● Passionate about technology, startups and 
finance

● Maintainer of multiple CH integrations
○ Apache Spark/Glue
○ Apache Beam/DataFlow
○ Apache Flink
○ dbt
○ Tableau
○ PowerBI 

● B.S.c in Computer Science 
● MBA from TAU & NYU
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ClickHouse Intro
The fastest analytical database01
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What Is ClickHouse?What is ClickHouse?

ClickHouse is an  open-source , 
columnar  OLAP database 

Designed for  blazing fast  
analytics of massive 

volumes of data
Easily scalable to any size

Processes data very fast

Highly efficient storage

Speaks SQL fluently
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ClickHouse In A Nutshell

Open source Column-oriented Distributed OLAP database

● Best for aggregations

● Files per column

● Sorting and indexing

● Background merges

● Replication

● Sharding

● Multi-master

● Cross-region

● Analytics use cases

● Aggregations

● Visualizations

● Mostly immutable 
data (but not only!)

● Development started 2009

● Production 2012

● OSS 2016 

● #1 analytics database on 
DB-Engines
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What Is ClickHouse?ClickHouse momentum

ClickHouse Open Source

➔ 41k+ stars
➔ 1.6k contributors

The world’s most popular analytics database 
trusted by 

➔ 10k+ Slack members
➔ 250k+ community 

members

8 years in and weʼre 
just getting started
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ClickHouse Use Cases

Real-time analytics
● Business data for internal use
● Use any BI software on top (Tableau, 

Power BI, Superset, Metabase)
● Read data directly from Iceberg, Parquet, 

Delta Lake, etc.

Data warehousing

● Logs, metrics, traces, session replays & 
errors

● ClickStack (OpenTelemetry + ClickHouse 
+ HyperDX)

● Unify on SQL as the query language 

Observability AI / machine learning

● Feature Store
● Vector Search
● LLM Observability
● MCP Server

● Applications, Dashboards, APIs
● Customer facing
● Interactive
● Querying ClickHouse directly
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ClickHouse Use Cases

Skating to where the puck is going

Data volume
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eQuery 
volumes are 
increasing 
more than 

data volumes

Relational
databases

Data warehouses
& lakes

ClickHouse
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ClickHouseIO
Native Beam connector for ClickHouse02
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ClickHouseIO - Key Features

ClickHouse JDBC Client
● Based on ClickHouse official Java client.
● Uses efficient RowBinary format and inserts 

data in large block.

Schema & Types
● Convert Beam Row schema to ClickHouse 

schema automatically.
● Supports ClickHouse Column aliases, default 

types and materializations.

Configurations
● maxInsertBlockSize, 

insertDistributedSync, insertQuorum, 
insertDeduplicate, maxRetries

Batching & Reliability
● Configurable retries via FluentBackoff 

with exponential backoff support.
● Buffer rows in-memory for microbatch 

inserts.
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PCollection<Row>
Beam’s structured, 

schema-aware format for 
representing rows of 

data

Buffer 
(Microbatch)

Rows are buffered in 
memory and grouped 
into micro batches to 

optimize throughput and 
reduce load on 

ClickHouse

JDBC Write 
(RowBinary)

Buffered data is written to 
ClickHouse using JDBC 

with the efficient 
RowBinary format

ClickHouse
ClickHouse stores the 

ingested data

ClickHouseIO Internals
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BigQuery <> ClickHouse
A DataFlow batch template for data transfer03
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BigQuery <> ClickHouse

+

● BigQuery is great for large-scale analytics, but 
not always ideal for low-latency serving1

● BigQuery is great for large-scale analytics, but 
some workloads benefit from ClickHouse's 
lower cost-per-query, especially for frequent 
dashboard access2

● A DataFlow template would enable easy, 
automated data integration to use ClickHouse 
as a real-time query service on Top of BigQuery 
Data

1. https://clickhouse.com/comparison/bigquery
2. https://clickhouse.com/blog/clickhouse-bigquery-migrating-data-for-realtime-queries
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● BigQuery and ClickHouse have 
different type systems (e.g., 
TIMESTAMP vs. DateTime64)

● Not all types are 1:1 mappable, 
requires lossy or opinionated 
conversions

● Users must often review or adjust 
schemas manually

BigQueryIO

Implementation Limitations

Built for metrics first

● Currently supports only PCollection<Row>

● Requires full Beam Schema to be present and 
compatible

● No native support yet for TableRow, Avro, or other 
untyped formats

ClickHouseIO



Read From BigQuery

First Step

● Read data either by 
table name or 
custom SQL query 
using Beam's native 
BigQueryIO. 

● The data is retrieved 
as TableRow objects 
(a flexible map-like 
structure).



Convert TableRow to 
Beam’s Row

Second Step

● Since ClickHouseIO only 
accepts PCollection<Row>, we 
must convert TableRow into 
Beam Row format. 

● This requires schema 
inference and field-level type 
conversion, including handling 
differences like date/time 
types and arrays. 

● The Beam Schema is 
constructed from the 
ClickHouse table metadata to 
ensure compatibility.



Write to ClickHouse

Third Step

● The converted Beam Row 
objects are written to 
ClickHouse using the native 
ClickHouseIO.Write.

● Several advanced options can 
be configured, such as 
insert_quorum, 
insert_deduplicate, and 
max_insert_block_size.

● The pipeline assumes the 
ClickHouse table already exists 
with a matching schema.
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DataFlow Console

Launching the Template

Built for metrics first

gcloud

gcloud dataflow flex-template run  
"bigquery-clickhouse-` date 
+%Y%m%d-%H%M%S`"\
--template-file-gcs-location  
"gs://clickhouse-dataflow-templates/bigquer
y-clickhouse-metadata.json" \
--parameters query="select * from  
`ch-integrations.test_dataset.bitcoin ` 
limit 
5",jdbcUrl="jdbc:clickhouse://***.us-east1.
gcp.clickhouse.cloud:8443/default?ssl=true&
sslmode=NONE",clickHouseUsername ="default",
clickHousePassword ="**",clickHouseTable= "cr
ypto_bitcoin_transactions_deduped"



Full Flow
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ClickHouseIO RM
Local ClickHouse for Beam integration tests04



ClickHouseResourceManager.java

● Extends Beam’s 
TestContainerResourceManager 
to spin up a real ClickHouse 
instance via Testcontainers.

● Provides a consistent API to: 
○ ✅ Create and clean up 

ClickHouse tables 
○ ✅ Insert and query test 

data
○ ✅ Validate table schemas 

and row counts 

● Encapsulates all lifecycle and 
JDBC connection logic, reducing 
boilerplate in test code.
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Future Improvements
ClickHouseIO + Templates05
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Disclaimer

This is for informational purposes only and does not constitute a commitment to 
deliver any specific features or functionality. The development, release, and timing 
of any features or functionality described herein are subject to change and remain 

at the sole discretion of ClickHouse
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ClickHouseIO

● Upgrade Java client version
● Support more types (all those available by the java client)
● Expose Java client settings
● Expand supported data formats
● Improve streaming capabilities

○ Dead-letter Handling (DLQ)
○ Flush buffer based on time
○ Beam metrics and Observability enhancements



Stream data from Pub/Sub 
directly into ClickHouse to 
power real-time analytics with 
low-latency ingestion

1 PubSub To ClickHouse

Load batch data from Google 
Cloud Storage into ClickHouse

2 GCS To ClickHouse

DataFlow Templates
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We are hiring! ClickHouse
Academy

All ClickHouse 
Events

Let’s Connect!

My Linkedin

My GitHub

ClickHouse 
GitHub
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Thank You
Bentsi Leviav

Senior Software Engineer, ClickHouse


