
NYC 2025

Optimize parallelism for reading from 
Apache Kafka to Dataflow
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Introduction

Consumption from Kafka suddenly 
stopped!

Messages from Kafka are being 
lost/dropped in the Dataflow pipeline

Most of the workers show very little CPU 
utilization

Supriya Koppa
Technical Support Specialist, 

Google Cloud
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Agenda

● Introduction
● Kafka

○ Fundamentals
○ Parallelism in Kafka

● Dataflow
○ Fundamentals
○ Dataflow as a Kafka consumer

● The challenge of parallelism
○ Common complaints and attempted mitigations
○ And their symptoms

● Recommended ways to unlock parallelism
● Let’s review
● Questions… Thoughts…
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Kafka fundamentals Parallelism in Kafka
> Producers
> Kafka cluster (broker, topic)
> Kafka Topic (partition, replication)
> Consumers (consumer group, consumer offset)

> Parallelism is inherently tied to Partitions
> Generally, more the partitions, higher the 
processing parallelism 
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Dataflow fundamentals Dataflow as a Kafka consumer

> Managed I/O
Apache Beam SDK
Managed
Scalable
Stream and Batch
Exactly-once processing
GCP products
Monitoring

Storage
Analysis
Visualization > KafkaIO
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Challenge of parallelism Mitigations commonly attempted

“Reading from Kafka is slow, or 
has stopped”

“CPU usage of Dataflow workers 
is skewed”

“The number of partitions was 
increased, but it did not resolve 
the problem”

“Restarting the job”

“Adding more workers, or better 
workers”
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What the symptoms look like… 
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Recommended ways to unlock parallelism

Kafka
> Partitions

Golden rule
partitions = 2 * number_of_vCPUs

Example: n1-standard-4, 10 max workers.
partitions = 2 * 4 * 10 = 80

> Hot partition

dataflow_fanout = 4 * max_num_workers

partitions = 4 * 10 = 40 
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Recommended ways to unlock parallelism
Dataflow

with KafkaIO.Read.withRedistribute

> Add redistribute

Replace KafkaIO.Read 

> Autoscaling (monitoring metrics)
> KafkaIO.Read.withRedistributeNumKeys
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Recommended ways to unlock parallelism
KafkaIO

> unboundedReaderMaxElements
> unboundedReaderMaxReadTimeMs
In DataflowPipelineDebugOptions

> max.poll.records
> fetch.max.bytes
> max.partition.fetch.bytes
In KafkaIO.Read<K,V> withConsumerConfigUpdates

> consumerPollingTimeout
In KafkaIO.Read<K,V> 
withConsumerPollingTimeout
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Let’s review
Kafka Dataflow KafkaIO

with KafkaIO.Read.withRedistribute

KafkaIO.Read.withRedistributeNumKeys

> Add redistribute> Partitions

Replace KafkaIO.Read 

> Autoscaling (monitoring metrics)

Golden rule
partitions = 2 * number_of_vCPUs

Example: n1-standard-4, 10 max workers.
partitions = 2 * 4 * 10 = 80

dataflow_fanout = 4 * max_num_workers

partitions = 4 * 10 = 40 

> Hot partition

> unboundedReaderMaxElements
> unboundedReaderMaxReadTimeMs
In DataflowPipelineDebugOptions

> max.poll.records
> fetch.max.bytes
> max.partition.fetch.bytes
In KafkaIO.Read<K,V> 
withConsumerConfigUpdates

> consumerPollingTimeout
In KafkaIO.Read<K,V> 
withConsumerPollingTimeout
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QUESTIONS? 
Thoughts?

Thank you for listening!


