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Agenda

● What is the problem?
● What we were able to do?
● Cost calculation
● Our stack
● Lessons learned
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Pipeline architecture
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So…what is the problem?

● How do I measure the cost of data patterns in my dataflow 
pipeline?

○ Hot keys, Data skew
○ Inefficiencies of code
○ Business logic

● We want more visibility into this! 
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What were we able to do?

● Define metrics that can help identify data patterns
○ Counts of elements
○ Processing time

● Apache Beam Metrics API to the rescue!
○ Custom metrics emitted to cloud monitoring
○ Dashboards to retrieve metrics

● Goals
○ Low count + High processing time
○ Latency and throughput visibility
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Cost calculation

● Normalized costs across metrics 
○ Total cost/count per step 
○ Labels used for different types of events 

● Does not include
○ vCPU, RAM, Shuffle
○ These are job level metrics

● Cost is amortized over all workers
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UI view
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What else was in our stack?

- Cloud Monitoring
- Prometheus 
- Grafana
- Looker
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Lessons Learned

- Identifying expensive data patterns within Dataflow
- Hot keys

- Using data patterns to generate alerts
- Adds visibility into code hotspots
- Helps drive business decisions based on business logic and data 

patterns
- High volume reporting: We should have a public design pattern
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